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Background 

Active learning aims at selecting training data in a way such that the robustness of the trained net 

is maximized and/or the required number of training data is kept at a minimum. Active learning 

is a current line of research in deep learning (see [1-3]) and particularly relevant in cases where 

labeling is expensive or time consuming. This is particularly relevant in medical applications, 

where human experts are needed. State-of-the-art approaches are based on minimizing predictive 

uncertainty [2] or optimal exploration of feature space [3]. 

PTB-8.42 has implemented and tested current approaches of active learning for regression 

problems related to the contrast-detail curve determination in mammography image quality 

assessment. While clear benefits have been observed in some cases, the approaches often lack 

robustness, and in some cases even fail to improve training performance. Furthermore, the 

number of initial, randomly chosen, training samples has a large impact and strategies for its 

determination are still lacking. 

Active learning is closely related to experimental design in statistics [4] for which the Fisher 

information matrix plays a key role. Current active learning approaches do not directly refer to 

those concepts, and the Fisher information matrix is rarely used in this context. One reason is that 

the calculation of the Fisher matrix is practically impossible for typical neural nets. 

PTB-8.42 has successfully made use of the Fisher information matrix for detecting adversarial 

examples and out-of-distribution behavior [5,6]. The key idea was to use suitably selected 

projections of the Fisher matrix which scale well and can be efficiently calculated even for many 

millions of unknowns in the neural net. 

Project Aim, Objectives and Program 

The goal of the project is to design methods for active learning based on the Fisher information 

and to provide means for their efficient implementation. Specific objectives are to explore 

• appropriate directions of projection of the Fisher information matrix for optimal active 
learning together with efficient calculation schemes, 

• strategies for the choice of initial samples prior to starting the active learning strategy 
based on Fisher information, 

• potential benefits of the Fisher information matrix approach by comparison with current 
active learning strategies for the two applications (i) mammography image quality 
assessment and (ii) ECG diagnostics. 
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Work program 

• Preparation of databases for assessing active learning strategies for the two considered 
applications, and selection of network architectures to be considered. 

• Development of suitable projections of the Fisher information matrix and efficient 
calculation schemes. 

• Application of the developed active learning strategy based on the Fisher information for 
the two applications and comparison with results obtained by current approaches. 

Available data 

• Virtual mammography phantom data (>40 k, > 1 M possible), already available  
• Labeled ECG data base published by PTB (> 20 k), publicly available 

Candidate Requirements  

• PhD and/or MSc in applied mathematics, computer science, or similar 
• Experience in at least one of the fields of deep learning or statistics 
• Software experience: Python (optimally in PyTorch) and joint development (Git) 
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