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Background  

In healthcare, as in other safety-critical domains, there is a strong desire – driven by clinical and 

scientific but also ethical and legal considerations – to understand how a given machine learning 

model arrives at a certain prediction for a particular data instance (e.g., a new patient), which 

motivates the field of explainable or interpretable artificial intelligence (xAI, e.g., Montavon et al., 

2018). This problem is inherently unsupervised, which means that the ground-truth cannot, even 

retrospectively, be obtained in practice. Validation of unsupervised methods is a prerequisite for 

applying such methods in clinical contexts. This principle must also hold for xAI methods. 

However, due to the lack of ground-truth information in real data, the vast literature on xAI resorts 

to subjective qualitative assessments or surrogate metrics, such as relative prediction accuracy, 

to demonstrate the "plausibility" of the provided explanations. Moreover, there is no universally 

accepted definition of the "importance" of a feature that could be utilized to construct synthetic 

ground-truth data. Features are often considered important if their omission leads to a 

degradation of prediction performance. However, it has been pointed out that this definition is 

flawed, as it applies to noise features lacking any statistical relation to the prediction target (Haufe 

et al., 2014). While we have provided a simple remedy for linear learning problems, this problem 

is expected to be aggravated in use cases requiring non-linear prediction models, such as the 

classification or segmentation of radiological images using convolutive neural networks, for which 

no comparable remedy exists yet. Novel, theoretically founded, definitions of explainability along 

with appropriately designed synthetic ground-truth data are needed in order to benchmark 

existing xAI approaches as well as to drive the development of improved methods.

Project Aim, Objectives and Program  

This project aims to advance both the theoretical foundation of xAI and the practical, in particular, 

clinical, utility of explanation methods. As such, it will extend prior and ongoing work in the group 

of Dr. Haufe at Charité Berlin (novel appointment as professor for machine learning and inverse 

problems at TU Berlin ongoing), and benefit from close interactions with domain experts at TU 

Berlin and the BIFOLD research center. We will develop novel, useful, definitions of feature 

importance that can be leveraged to generate synthetic ground-truth data. These data will be used 

to quantitatively assess the "explanation performance" of existing xAI methods such as layerwise 

relevance propagation (Bach et al., 2015), local surrogates (Ribeiro et al., 2016), PatternNet 

(Kindermans et al., 2017), SHAP scores (Lundberg and Lee, 2017). To this end, novel performance 

metrics will be developed. 
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We will create a benchmark suite of non-linear prediction problems where the set of important 

features is known a-priori. These problems will range from simple toy examples involving few 

variables to realistic settings mimicking clinical use cases such as image classification or 

segmentation tasks. Based on the results of our objective quantitative assessments, improved 

explanation methods should be developed for particular tasks as well as classes of machine 

learning approaches. The developed reference data and tools should be disseminated and further 

developed (e.g. by organizing symposia, public data analysis challenges) in a community-driven 

effort. 

Available data 

• Synthetic data (unlimited) 

• T1-weighted MR images as basis for novel synthetic datasets, e.g. UK Biobank (N=1451)., 
Human Connectome Project (N>4000). All data are de-identified and can be accessed after 
signing a data use agreement. 

Collaboration  

• Machine Learning Group, Technische Universität Berlin 

• Berlin Institute for the Foundations of Learning and Data (BIFOLD) 

• Berlin Center for Advanced Neuroimaging (BCAN), Charité - Universitätsmedizin Berlin  

Candidate Requirements  

• MSc and/or PhD in mathematics/statistics/computer science/physics 

• Strong expertise in the theory of machine learning and statistics 

• Fluency in Python, experience with deep learning frameworks 

• Good knowledge concepts of machine learning model interpretation and causal inference 

• Solid computer/data science skills (e.g. shell scripting, git, docker, frontends) 
• Critical, scientific mindset 
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